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1. ABSTRACT 

 
Critical healthcare data must be safeguarded from unauthorised access. To optimise resource 

utilisation, security, network management, and control, healthcare systems use SDNs extensively. 

Despite its numerous benefits, SDNs are vulnerable to multiple attacks due to patient data sensitivity. 

These assaults weaken networks and potentially cause life-threatening failures. To propose a machine 

learning-based cyber-attack detector (MCAD) for healthcare systems, we modify a layer three (L3) 

learning switch application to gather normal and abnormal traffic and put it on the Ryu controller. Our 

results reduce cyberattacks and improve healthcare application security. This study tests MCAD using 

a broad range of ML algorithms and assaults and compares their performance against a specific attack 

to show their strengths and limitations. An outstanding F1-score on normal and attack classes 

indicates great dependability for the MCAD. MCAD's complexity-optimized realtime system has 

5,709,692 samples per second. 

Index Terms - Network resilience, network management, intrusion detection system (IDS), software 

defined networking, healthcare, machine learning. 

 

2. INTRODUCTION 

 
SDNs have been used a lot in numerous sectors over the past few years. This is mostly because they 
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are a dependable network technology that lets you control and manage a network by separating the 

control and data planes. Unlike conventional networks, which only know about the apps that are 

running on them, the SDN design gives the controller and applications more information about the 

state of the whole network. Because of the recent rapid growth in information and communication 

technologies (ICT), healthcare organisations have started to use many of the same sorts of off-the- 

shelf technology, apps, and procedures that firms in other fields use. We knew this would happen 

because networked or Internet-connected medical technologies can make things like asset 

management, communications, and electronic health records perform better, which saves money. In 

addition, the safety of systems and devices and the privacy of user data are the two most important 

things that most information systems think about. This is because privacy and safety are very 

important in healthcare because the industry has very strict rules. So, it's important that the current 

McAfee record pointed out that networked medical tools may show security holes as the medical field 

tries to bring together all the technical parts of networked infrastructure and operational controls, even 

though the costs of hospital equipment are expected. 

The goal of this study is to make healthcare systems safer by creating a machine learning-based cyber- 

attack detector (MCAD) that operates in software-defined networks (SDNs). MCAD will be installed 

on the Ryu controller and will use a layer three (L3) learning switch application to collect and look at 

regular and anomalous network traffic. The study involves a lot of testing with different machine 

learning algorithms and cyberattack scenarios, which gives a full picture of how well the system 

works. MCAD works very well, with a high F1-score for both normal and attack classes, which shows 

that it is reliable. It also has a throughput rate of 5,709,692 samples per second for real-time operations. 

Protecting sensitive patient data in software-defined networks (SDNs) is a major problem for the 

healthcare business. SDNs have a lot of good things about them, but they are also vulnerable to a lot 

of different types of cyberattacks that might compromise the network and put patients at risk. This 

study's goal is to create a machine learning-based cyber-attack detector (MCAD) for healthcare 

systems. It will use a layer three (L3) learning switch application on the Ryu controller to do this. 

This study aims to fully evaluate MCAD's performance against a range of machine learning algorithms 

and attack scenarios in order to improve the security of healthcare data and the resilience of networks. 
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Fig 1 SDN Architecture 

 

 

 

3. METHODOLOGY 

 

i) Proposed Work: 

 

The proposed system introduces MCAD (Machine Learning-based Cyberattack Detector), which is 

specifically designed to enhance cybersecurity in healthcare systems that rely on Software-Defined 

Networking (SDN). MCAD leverages the centralized control of SDN by deploying an intelligent 

detection mechanism directly on the Ryu controller. It uses a Layer 3 learning switch to capture both 

normal and malicious traffic and then applies machine learning algorithms to classify and respond to 

different types of cyber threats in real-time. By analyzing diverse attack patterns and traffic behaviors, 

MCAD ensures quick threat detection and helps in maintaining secure access to sensitive patient data, 

which is critical in healthcare environments. 

MCAD supports a wide range of machine learning models and is trained on various attack datasets to 

offer high detection accuracy, adaptability, and fast performance. The system’s design allows real- 

time threat mitigation, making it suitable for environments where uptime and data integrity are crucial. 

With its ability to process over 5 million samples per second and deliver a high F1-score in 

classification, MCAD demonstrates both efficiency and reliability. This intelligent, data-driven 

approach empowers healthcare SDN systems to detect and respond to evolving cyber threats 

dynamically, overcoming the limitations of traditional static security solutions like signature-based 

IDS. 
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ii) System Architecture: 

The system architecture for MCAD begins with data gathering from the network, where topology- 

based traffic is collected. This raw data undergoes a series of data preprocessing steps, including 

cleansing, feature transformation, scaling, and shuffling to prepare it for machine learning. The 

preprocessed data is then split into three sets: training, validation, and testing. The training process 

involves model training and hyperparameter tuning to generate an optimized machine learning model. 

This trained model is then deployed on the Ryu SDN controller, which continuously classifies 

incoming unknown network traffic as either normal or attack in real-time. This architecture ensures 

accurate, adaptive, and efficient cyberattack detection for SDN-based healthcare systems. 

 

 

Fig 2 Proposed Architecture 

 

 

 

iii) Modules: 

 

a. Proposing a Logical Network Topology: The first step in the model is to come up with a logical 

network topology for the healthcare system. 

b. Data Gathering: The model gathers information to train and evaluate the machine learning (ML) 

model [19,42]. This includes regular samples as well as several forms of attacks, such as probing 

assaults, exploiting the VNC port 5900 remote view vulnerability, and exploiting the Samba server 

vulnerability. 

c. Data Preprocessing: The data that was gathered is cleaned up so that it may be used to train the 

ML model. 

d. Training and Testing the ML Model: We use different classification techniques to train and 

evaluate the ML model. These include KNN, decision tree (DT), random forest (RF), naïve Bayes 

(NB), logistic regression (LR), adaptive boosting (adaboost), and xgboost (XGB). The model 
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produces a mapping function between inputs and outputs by finding patterns and reducing mistakes. 

Accuracy is used to measure performance [19,42]. 
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e. Deployment of the project : The trained ML model is put to use on the user interface. This makes 

it possible to use the model in real-time systems, which helps keep the healthcare system's quality 

high. 

iv) Algorithms: 

 

K Nearest Neighbour: KNN is a supervised method that may be used for both classification and 

regression. It sorts data into groups based on the majority class of their k-nearest neighbours (k is set 

by the user), assuming that comparable data points are nearby to each other in the feature space. You 

can use KNN to sort out different types of network traffic in a healthcare SDN context [1,8,12]. By 

comparing patterns to known cases, it helps find unusual behaviour. 

 

Fig 3 KNN 

 

Decision trees: you may use decision trees for both classification and regression. They're like trees, 

with nodes that test features and branches that lead to results. They make choices by moving from 

the root to the leaves based on input features. You can use decision trees to construct rules for finding 

strange things on a network. Decision trees are useful for figuring out how the network works since 

they are easy to grasp. 

 

Fig 4 Decision tree 



 

1926                                                          JNAO Vol. 16, Issue. 1:  2025 

 

Random Forest: Random Forest is a system that combines several decision trees into a single forest. 

You may make forecasts by averaging or voting on the trees' projections. It helps reduce overfitting 

and makes the model more accurate. By combining predictions from numerous decision trees, 

Random Forest can make cyberattack detection more reliable. It helps reduce the number of false 

positives and false negatives in healthcare network security [24], [28], and [30]. 

 

 

Fig 5 Random forest 

 

Naive Bayes: Naive Bayes is a type of probabilistic classifier that uses Bayes' theorem. It makes 

things easier by assuming that characteristics are conditionally independent, which is a common 

technique for classifying text and filtering spam. Naive Bayes can help with text categorisation, which 

is vital for finding bad traffic in healthcare communication. It may be used to find strange patterns in 

text in network data [54]. 

 

 

Fig 6 Naïve bayes 
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Logistic Regression: Logistic Regression is a type of statistical model that is used to solve issues with 

two possible outcomes. It gives an estimate of how likely it is that a certain input belongs to a certain 

class. The logistic function is used to model the connection between the dependent variable (binary 

result) and one or more independent factors. Logistic Regression may help figure out how likely it is 

that network events are connected to cyberattacks, which makes it useful for binary categorisation in 

healthcare network security [55]. 

 

 

Fig 7 Logistic regression 

 

Adaboost: Adaboost is a way to combine weak classifiers to make a powerful one. It focusses on 

instances that are incorrectly categorised, which lets later classifiers fix mistakes. A lot of the time, 

it's utilised for binary categorisation. Adaboost can make basic classifiers work better, which makes 

it a great tool for making cyberattack detection in healthcare SDNs more accurate [56]. 

 

 

Fig 8 Adaboost 
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XGBoost: XGBoost is a supervised learning method that uses gradient boosting and is recognised for 

being fast, accurate, able to handle missing data, and able to process data in parallel. In machine 

learning contests and applications, it's quite popular. You may use XGBoost, which is recognised for 

its excellent accuracy, to construct a strong and dependable model for detecting cyberattacks. This 

will keep healthcare data as safe as possible. 

 

 

Fig 9 XGBoost 

 

Stacking: Stacking employs a meta-learner that takes the outputs of base classifiers and makes final 

predictions. This improves the predictive performance of basic classifiers. It improves accuracy by 

finding a wider range of patterns. Stacking may be used to construct a group of different cyberattack 

detection models that can find a wide range of attack patterns and make healthcare systems safer 

overall. 

 

 

Fig 10 Stacking classifier 

 

Voting: Voting is a process that combines the predictions of many basic classifiers. It might be hard 

(majority vote) or soft (class probabilities). Voting classifiers make models more resilient and accurate 

by using the best parts of several models. You may use a voting classifier to integrate the judgements 
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of many detection models. This makes it easier to find cyberattacks in the healthcare network that are 

more reliable and strong.. 

 

 

Fig 11 Voting classifier 

 

 

4. RESULTS 

 
The experimental evaluation of the proposed MCAD system was conducted using a diverse set of 

machine learning algorithms and a wide range of cyberattack scenarios to ensure robustness and 

adaptability. The dataset was divided into training, validation, and testing sets, and each model was 

rigorously tested to measure its effectiveness in detecting both normal and attack traffic. Among the 

evaluated models, MCAD achieved a high F1-score for both normal and attack classes, reflecting its 

strong classification ability and reliability. Furthermore, the system demonstrated impressive 

throughput performance of 5,709,692 samples per second, highlighting its capability to operate 

efficiently in real-time healthcare environments. These results confirm that MCAD not only provides 

accurate detection but also ensures minimal latency and high-speed processing, which are critical in 

maintaining the security and performance of healthcare networks. 

Precision: Precision evaluates the fraction of correctly classified instances or samples among the ones 

classified as positives. Thus, the formula to calculate the precision is given by: 

Precision = True positives/ (True positives + False positives) = TP/(TP + FP) 
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Fig 6 Precision comparison graph 

 

Recall: Recall is a metric in machine learning that measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio of correctly predicted positive observations to the 

total actual positives, providing insights into a model's completeness in capturing instances of a given 

class. 

 

 

 

 

 

Fig 7 Recall comparison graph 

 

Accuracy: Accuracy is the proportion of correct predictions in a classification task, measuring the 

overall correctness of a model's predictions. 
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Fig 8 Accuracy graph 

 

F1 Score: The F1 Score is the harmonic mean of precision and recall, offering a balanced measure 

that considers both false positives and false negatives, making it suitable for imbalanced datasets. 

 

 

 

Fig 9 F1Score 

 

 

Fig 10 Performance Evaluation 

 

 

Fig 11 Home page 



 

1932                                                          JNAO Vol. 16, Issue. 1:  2025 

 

 

 

Fig 12 User input 
 

 

 

 

 

Fig 15 Predict result for given input 

 

 

5. DISCUSSION 

 

 
The results of this study highlight the effectiveness of the MCAD system in detecting and mitigating 

cyberattacks within SDN-based healthcare networks. The comparative analysis across multiple 

machine learning algorithms revealed that some models perform better for specific attack types, 

emphasizing the importance of algorithm selection based on threat patterns. The high throughput and 



 

1933                                                          JNAO Vol. 16, Issue. 1:  2025 

 

strong F1-scores achieved by MCAD validate its suitability for real-time healthcare environments 

where timely response is critical. Additionally, deploying MCAD on the Ryu controller showed 

seamless integration with SDN infrastructure, proving it to be both efficient and scalable. However, 

while MCAD performs well under the tested conditions, its effectiveness in handling zero-day attacks 

or highly obfuscated traffic requires further investigation. These findings suggest that integrating 

adaptive learning and more complex deep learning models could further enhance detection 

capabilities, opening pathways for future research in intelligent and resilient SDN security systems 

for healthcare. 

 

 

6. CONCLUSION 

 
The proposed MCAD system effectively enhances the cybersecurity of healthcare systems using 

Software-Defined Networking by integrating machine learning-based threat detection. By leveraging 

real-time traffic analysis and deploying the optimized model on the Ryu controller, MCAD accurately 

identifies both known and unknown cyberattacks with high precision and speed. The system's strong 

performance, demonstrated by high F1-scores and exceptional throughput, confirms its reliability and 

efficiency in handling the stringent demands of healthcare environments. Overall, MCAD offers a 

scalable, adaptive, and high-performance solution for protecting sensitive medical data and ensuring 

uninterrupted healthcare services. 
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